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Abstract—This paper presents a new framework of identifying cyber data attacks on synchrophasor measurements. We focus on detecting “unobservable” cyber data attacks that cannot be detected by any existing detection method that purely relies on measurements received at one time instant. Leveraging the approximate low-rank property of phasor measurement unit (PMU) data, we formulate the unobservable cyber attack identification problem as a matrix decomposition problem where the observed data matrix is the sum of a low-rank matrix plus a linear projection of a column-sparse matrix. We propose a convex-optimization-based decomposition method and provide its theoretical guarantee in the attack identification. Numerical experiments on actual PMU data and synthetic data are conducted to verify the effectiveness of the proposed method.

I. INTRODUCTION

The monitoring, dispatch, and scheduling of power systems can benefit a lot from the integration of cyber infrastructures into future smart grids. Such integration, however, makes the power systems more susceptible to cyber attacks. It is reported that cyber spies have penetrated U.S. electrical grid [24]. Researchers have also launched an experimental cyber attack that caused a generator to self-destruct [14].

State estimation [1] is a critical component of power system monitoring. It continuously updates the system operator about the operating state based on measurements over various locations of the system. Errors in the measurement can affect the state estimations and mislead the system operator. Therefore, many efforts have been devoted to develop methods that can identify the bad data, see e.g., [6], [13], [23], [25], [31].

Cyber data attacks can be viewed as “the worst interacting bad data injected by an adversary” by [17]. Malicious intruders can simultaneously manipulate multiple measurements so that these attacks cannot be detected by any bad data detector. These worst-case cyber attacks are firstly studied in [21] and are termed as “unobservable attacks” in [17], since the removal of hacked measurements would make the system unobservable.

State estimation in the presence of cyber data attacks has attracted much research attention recently [3], [9], [17], [21], [27], [28]. Existing approaches include protecting a small number of key measurement units such that the intruders cannot inject unobservable attacks without hacking protected units [3], [9], [16], as well as detectors designed for attacks in the observable regime [17]. Only one recent paper [28] considered the detection of unobservable attacks in Supervisory Control and Data Acquisition (SCADA) system and proposed a detection method based on statistical learning. The method in [28] has no theoretical guarantee and relies critically on the assumption that the measurements at different time instants are i.i.d. samples of random variables. This assumption might not hold when the system is experiencing some disturbances.

We propose a new method that can identify the unobservable cyber data attacks to PMUs. PMUs provide synchronized phasor measurements with a much faster sampling rate than that in SCADA system. We provide the theoretical guarantee of attack detection even when the system is under disturbance. The intuition is that although these attacks are undetectable to detectors that rely only on instantaneous measurements, they can be identified by examining the temporal correlations in a sequence of measurements, as long as the intruders do not know the system dynamics.

Low-dimensional structure of PMU data matrix is recently observed in [7], [8], [12]. We formulate the attack identification problem as a decomposition problem of a low-rank matrix plus a linear projection of a column-sparse matrix. Low-rank and sparse matrix decomposition problem has attracted much research attention recently, see e.g., [4], [5], [26], [30], and have wide applications in areas like Internet monitoring [18], [22], [29], medical imaging [10], [11], image processing [2], etc. The situation that one component is a projection of a sparse matrix, however, has not been much addressed in the literature, except for a recent paper [22] that has a different problem formulation from ours.

The contributions of this paper are threefold. (1) We propose the idea of exploiting spatial-temporal correlations in measurements to identify unobservable data attacks. This differentiates our work with most existing methods that only explore spatial correlations. (2) We formulate the identification problem into a matrix decomposition problem and propose a computationally efficient identification method that does not involve the modeling of power system dynamics. (3) We provide the theoretical guarantee of our method in attack detection, as well as the general matrix decomposition problem.

The rest of the paper is organized as follows. We formulate the unobservable attack problem and point out its connection to other applications in Section II. We propose an identification method and provide its theoretical guarantee in Section III. Section IV records our numerical experiments. We conclude...
the paper in Section V.

II. PROBLEM FORMULATION AND RELATED WORK

A. PMU measurements

Consider a power grid that contains \( n \) buses with PMUs installed on some buses. Let \( p \) denote the total number of PMU channels that measure voltage and current phasors. Matrix \( M \in \mathbb{C}^{t \times p} \) contains the collected PMU measurements in \( t \) synchronized time instants. \( \mathcal{J} \in [p] \) denotes the set of PMU channels that are under data attacks. We model the measurements under attacks as actual phasors plus additive errors. The observed measurement matrix can be presented as

\[
M = \hat{L} + \hat{D},
\]

where \( \hat{L} \in \mathbb{C}^{t \times p} \) represents the actual phasors without data attacks, and \( \hat{D} \in \mathbb{C}^{t \times p} \) corresponds to injections by data attacks. Note column \( \hat{D}_i \) is a zero vector for every \( i \notin \mathcal{J} \).

As observed in [7], [8] and our recent paper [12], the PMU matrix \( \hat{L} \) exhibits low-dimensional structure. In Section II of [12], we analyzed actual PMU data from the Central New York Power System (Fig. 1). Six PMUs measure 37 voltage and current phasors, and the data are reported at 30 samples per second. Fig. 2 shows the current magnitudes of PMU data for a 20-s period. An event occurs around 2.5s. The singular values of the data matrix are plot in Fig. 3. The ninth largest singular value is 0.5930, while the largest one is 894.6. Therefore we can approximate the PMU data matrix by a low-rank matrix.
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The Singular Value Decomposition (SVD) of \( \hat{L} \) is

\[
\hat{L} = U \Sigma \hat{V}^T,
\]

where \( \hat{U} \in \mathbb{C}^{t \times r}, \Sigma \in \mathbb{C}^{r \times r}, \hat{V} \in \mathbb{C}^{p \times r} \) (\( r \ll t, p \)), and \( \hat{V}^T \) is the conjugate transpose of \( \hat{V} \). We assume that every nonzero column of \( \hat{D} \) does not lie in the column space of \( \hat{L} \), which is legitimate when the intruders do not have full information about the system dynamics.

We summarize the notations used in this paper. \( A_i \) and \( A_{i,*} \) denote the \( i \)th column and row of matrix \( A \) respectively. \( \mathcal{I}^c \) is the complimentary set of \( \mathcal{I} \) in \( \mathcal{S} \). Matrix \( A \) is column-sparse if it contains a small fraction of non-zero columns. We call the set of indices of nonzero columns the column support of \( A \). \( A_{ij} \) is the submatrix of \( A \) with columns indices in \( \mathcal{I} \). We define the matrix \( P_{\mathcal{I}}(A) \) from \( A \) by setting column \( A_i \) to zero for all \( i \notin \mathcal{I} \). We say \( A \in P_{\mathcal{I}} \) if \( P_{\mathcal{I}}(A) = A \). \( \| A \|_F \) is the Frobenius norm. \( \| A \|_1 \) is the sum of \( \ell_1 \) norms of the columns \( A_i \). \( \| A \|_\infty \) is the largest \( \ell_2 \) norm of the columns. \( P_{\mathcal{I}}(A) := AUU^T \) stands for the projection of matrix \( A \) onto the column space of \( L \). Similarly, \( P_{V}(A) := AVV^T \) is the projection onto the row space. \( P_{\mathcal{T}}(\cdot) := P_{U}(\cdot) + P_{V}(\cdot) - P_{U}P_{V}(\cdot) \) is the projection to the space spanned by \( U \) and \( V \). The complimentary operators are defined as \( P_{U\perp}(A) := (I - UU^T)A, \ P_{V\perp}(A) := A(I - VV^T) \), and \( P_{T\perp}(A) = P_{U\perp}P_{V\perp}(A) \). We say \( A \in P_T \) if \( P_{T}(A) = A \).

B. Unobservable cyber data attacks

We use voltage phasors as state variables, and let \( X \in \mathbb{C}^{t \times n} \) contain the state variables at \( i \) instants. We use the \( \pi \) equivalent model to represent a transmission line (Fig. 4). \( Z_{ij} \) and \( Y_{ij} \) denote the impedance and admittance of the transmission line between bus \( i \) and bus \( j \). Current \( I_{ij} \) from bus \( i \) to bus \( j \) is related to bus voltage \( V_i \) and \( V_j \) by

\[
I_{ij} = \frac{V_i - V_j}{Z_{ij}} + \frac{V_i Y_{ij}}{2}.
\]

We define \( \hat{W} \in \mathbb{C}^{p \times n} \) as follows. If the \( k \)th PMU channel measures the voltage phasor of bus \( j \), \( \hat{W}_{kj} = 1 \); if it measures the current phasor from bus \( i \) to bus \( j \), then \( \hat{W}_{ki} = 1/Z_{ij} + Y_{ij}/2 \); \( \hat{W}_{kj} = 0 \) otherwise. The actual PMU measurements and the state variables are related by

\[
\hat{L} = X\hat{W}^T.
\]

1Strictly speaking, \( L \) is approximately low-rank and can be viewed as the summation of a low-rank matrix plus noise. We assume \( L \) is strictly low-rank for notational simplicity, and the results can be extended to approximate low-rank matrices with simple modifications.
The attack at time \( i \) is called unobservable\(^2\) if and only if 
\( M_{i,*} = \bar{L}_{i,*} + \bar{D}_{i,*} = X_{i,*} \bar{W}^T + \bar{D}_{i,*} = (X_{i,*} + \alpha^i) \bar{W}^T \)
holds for some nonzero row vector \( \alpha^i \in \mathbb{C}^{1 \times n} \). \( \bar{D}_{i,*} \) is the attack, donated by data injection \( \bar{D}_{i,*} \), is unobservable since no detector can differentiate \( X_{i,*} \) and \( X_{i,*} + \alpha^i \) based on \( M_{i,*} \).

We consider the scenario that the attacks at all time instants are unobservable. The attack matrix can be represented by

\[
\bar{D} = \begin{bmatrix} \alpha^1 \\ \alpha^2 \\ \vdots \\ \alpha^I \end{bmatrix} \bar{W}^T := \bar{C} \bar{W}^T \tag{3}
\]

where \( \bar{W}_j = W_j / \|W_j\| \). \( \bar{C} \) represents the additive error (up to a scaling factor) to bus voltages due to data attacks, i.e., \( \|W_j\| \bar{C}_j \) is the error to bus voltage \( V_j \). Let \( \bar{I} \in [n] \) denote the column support of \( \bar{C} \). We assume \( \bar{C} \) is column-sparse because intruders might only alter some of the state variables due to resource constraints.

Suppose the intruder attacks all channels of PMU 1 and the channel of PMU 2 that measures \( I^{13} \) and manipulates these measurements so that the system operator would have the wrong estimation that the system states are \( [V^1 + \beta^1, V^2 + \beta^2, V^3] \) for any nonzero \( \beta^1, \beta^2 \in \mathbb{C}^t \times 1 \). In this case, the measurements under attacks should be

\[
M = [V^1 + \beta^1, V^2, V^3 + \beta^2] \bar{W}^T = [V^1 + \beta^1, \bar{I}^{12} + \frac{\beta^1}{Z^{12}}, I^{13} + \frac{\beta^1}{Z^{13}} - \frac{\beta^2}{Z^{13}} + \frac{\beta^1 Y^{12}}{2}, V^2, V^{21} - \beta^1/Z^{12}, I^{13} - \beta^2/Z^{13}] .
\]

The additive errors due to attacks are

\[
\bar{D} = M - \bar{L} = [\beta^1, \beta^2, 0] \bar{W}^T = [\|W_1\| \beta^1, \|W_2\| \beta^2, 0] \bar{W}^T .
\]

Therefore, we have

\[
M = \bar{L} + \bar{C} \bar{W}^T . \tag{5}
\]

With the increasing installation of PMUs in a smart grid, we anticipate that the total number of PMU channels \( p \) will be larger than the number of buses \( n \). Thus, the transform in (3) reduces the dimension of the unknowns in data attacks.

C. Applications beyond power system monitoring

Our problem formulation in (5) is closely related to those in [30] and [22]. We borrow the ideas from [30] for our identification method and analysis; however, we address a more general framework of matrix decomposition than the one in [30], and the analysis here is more involved. \( \bar{C} \) in [22] is assumed to be a sparse matrix where the locations of nonzero entries in different rows are different and selected independently of other rows, while we consider the scenario that the locations of the nonzero entries are the same for each row of \( \bar{C} \). The corresponding decomposition methods and analysis are also different.

Our proposed method can be applied to other domains that involve decomposing a matrix as in (5). As discussed in [22], these applications include unveiling network traffic anomalies [18], [29], dynamic magnetic resonance imaging [10], [11], face recognition [2], and separation of singing voices from music accompanies [19], [20]. For the detection of network traffic anomalies, each column of \( M \) corresponds to the traffic volume on one link in the Internet across \( t \) time instants. \( \bar{L} \) represents the normal traffic on the links, and \( \bar{C} \) represents the anomalies in origin-to-destination (OD) flows. \( W \) represents the routing matrix, which is usually a flat matrix. [22] considers the scenario that the OD flows that contain anomalies are different in different sampling instants, while we consider the scenario that the abnormal OD flows do not change in a short period of time.

III. IDENTIFICATION OF DATA ATTACKS

A. Identification method and guarantee

We say a method can identify an unobservable attack if it successfully determines the set \( J \) of PMU channels that are under attack and reconstructs measurements that are not

\[
[21] \text{ is centered on DC model where power measurements and state variables are approximately related by linear equations. Here PMU measurements and state variables are accurately related by linear equation (2).}
\]
Method 1 Unobservable cyber attack identification method

Input: PMU measurements in \( t \) instants, represented by \( M \)

Find \((L^*, C^*)\), the optimum solution to the following optimization problem

\[
\min_{L \in C^{t \times p}, C \in C^{t \times n}} ||L||_s + \lambda||C||_{1,2} \quad \text{s.t.} \quad M = L + CW^T
\]

(6)

Compute the SVD of \( L^* = U^*\Sigma^*V^*\).

Find column support of \( D^* = C^*W^T \), denoted by \( J^* \).

Return: \( L^*_{J^*}, U^* \) and \( J^* \).

Our proposed method is summarized in Method 1. (6) is a convex program and can be solved efficiently. The main result of this paper is the theoretical guarantee (Theorem 1) that Method 1 can identify the unobservable data attacks. To formally present the result, we need the following definitions. Given \( L = U\Sigma V^\dagger \) and \( W \), we define

\[ \epsilon := \|W^T U\|_{\infty,2}, \]

\[ \mu := \max_{i \neq j} \|W^T U_j\|, \]

\[ \sigma_k := \max_{j \mid j \leq k} \|\begin{pmatrix} W^T U \end{pmatrix}_j^{-1}\|. \]

Note that \( \sigma_1 = 1 \) as \( W \) has unit-norm columns. \( \epsilon \) depends on the rank \( r \) of \( L \), since \( \|W^T\|_2 = r \).

Given positive \( k \), define the function

\[ f_k(x) := 1/(2 - x) + \sqrt{(1 + (k - 1)\mu)(1 - k^2)\epsilon^2} - 1, \]

and let \( \hat{\psi}_k \) be the solution to \( f_k(x) = 0 \). Then \( \hat{\psi}_k < 1 \) for all positive \( k \) since \( f_k(x) \) is strictly increasing in \( x \), and \( f_k(x) = 1 \). Lemma 1 demonstrates the existence of a proper \( \lambda \) for Method 1 to identify the unobservable data attacks.

\[ \text{Lemma 1. If it holds that} \]

\[ (2 - \hat{\psi}_1)\mu + (3 - \hat{\psi}_1)\epsilon + \hat{\psi}_1 \leq 1, \]

(7)

then pick the largest positive integer \( k^* \) such that

\[ \sigma_k^2 \mu (k^* + (k^2 - k^2)\mu) + \sigma_k \epsilon (3 - \hat{\psi}_k) \sqrt{k^* + (k^2 - k^2)\mu} + k^* \sigma_k \mu (1 - \hat{\psi}_{k^*}) + \hat{\psi}_{k^*} \leq 1 \]

(8)

holds. Define

\[ \lambda_{\min} = \frac{\epsilon (1 - \psi^*)}{(1 - k^* \sigma_k \mu)(1 - \psi^*) - \sigma_k \epsilon \Gamma - \sigma_k^2 \epsilon \mu \Gamma^2}, \]

\[ \lambda_{\max} = \frac{1 - \psi^*}{(2 - \psi^*) \sigma_k \mu \Gamma}, \]

where \( \psi^* := \hat{\psi}_{k^*} \), and \( \Gamma := \sqrt{k^* + (k^2 - k^2)\mu} \). Then we have \( \lambda_{\min} \leq \lambda_{\max} \).

Proof: If \( k^* = 1 \), then (8) is reduced to (7). Then condition (7) guarantees the existence of a positive \( k^* \). Then (8) implies that \( \lambda_{\min} \leq \lambda_{\max} \).

Theorem 1. As long as the column support of \( C \) has size at most \( k^* \), for any \( \lambda \in [\lambda_{\min}, \lambda_{\max}] \), where \( k^*, \lambda_{\min} \) and \( \lambda_{\max} \) are defined in Lemma 1, the output of Method 1 satisfies

\[ U^*U^\dagger = \bar{U}\bar{U}^\dagger, \]

\[ J^* = \bar{J} \text{ and } L^*_{J^*} = \bar{L}_{\bar{J}}. \]

Theorem 1 guarantees that the “clean” PMU measurements could be identified. Furthermore, the subspace spanned by the actual phasors can be recovered, even though we do not recover the actual measurements that are under attack.

In our problem setup, \( W \in C^{p \times n} \) is a tall matrix. By post-multiplying \( W(W^T W)^{-1} \) to both sides of (1), we have

\[ MW(W^T W)^{-1} = \bar{W}(W^T W)^{-1} + \bar{C}, \]

where the right-hand side is the summation of a low-rank matrix plus a column-sparse matrix. Then, the results of [30] can be directly applied. We do not follow this path due to two reasons. First, \( MW(W^T W)^{-1} \) cannot be computed if some entries of \( M \) are missing, while Method 1 can be easily extended to scenarios with missing data by restricting the constraints in (6) to the observed measurements. Second, \((W^T W)^{-1} \) does not exist when \( W \) is a flat matrix, i.e., \( p < n \), while Method 1 and Theorem 1 do not rely on the assumption that \( W \) is a tall matrix and can be applied to an arbitrary \( W \).

When \( W \) is an identity matrix, Theorem 1 can be reduced to Theorem 1 of [30]. We skip this discussion here.

To the best of our knowledge, only one recent paper [28] considered the detection of unobservable attacks to SCADA data. The authors assume the measurements are i.i.d. random variables. Their method requires sufficient ambient data for statistical learning and does not have theoretical guarantee. Our method leverages the low-dimensional property of PMU measurements and is guaranteed to identify data attacks even though the system is under disturbance.

B. Proof sketch of Theorem 1

The proof of Theorem 1 follows the same line as the proof of Theorem 1 in [30]. With the additional projection matrix \( W \), our proof is more involved than the one in [30].

We design the following Oracle Problem (9) by adding explicit constraints that the solution pair should have the correct column space of \( L \) and the correct column support of \( C \). The major step is to show that an optimal solution \((L^*, C^*)\) to (6) is also an solution to Oracle problem (9). Note that Oracle problem is only designed for analysis, since \( U \) and \( \bar{L} \) are unknown to the operator.

Oracle Problem

\[
\min_{L, C} ||L||_s + \lambda||C||_{1,2} \quad \text{s.t.} \quad M = L + CW^T
\]

\[
P_U(L) = L, \quad P_{\bar{C}}(C) = C.
\]

(9)

Let \((L', C')\) be an optimal solution to Oracle problem (9). We define \( P_{\bar{C}}(Q) := P_{U'} + P_{V'} - P_{U'}P_{V'} \), where the SVD of \( L' = U'\Sigma'V'^\dagger \). Define

\[ \Phi(C') := \{ H \in C^{t \times k} \mid \forall i \in I', H_i = C'_i ||C'_i||; \forall i \in \bar{I} \cap (I')^c : ||H_i||_2 \leq 1 \} \]
where $I'$ is the column support of $C'$. From [30] we have

**Lemma 2** (Lemma 4 and Lemma 5 of [30]),

$$U'U'\dagger = \bar{U}U'\dagger.$$  

There exists an orthonormal matrix $\bar{V} \in \mathbb{C}^{1 \times p}$ such that

$$U'V'\dagger = \bar{U}\bar{V}\dagger.$$  

(10)

Also, we have

$$P_{T'} := P_{U'} + P_{V'} - P_{U'}P_{V'} = P_U + P_V - P_{U}P_{V}.$$  

The condition when a solution to Oracle problem (9) is also a solution to (6) is stated in the following lemma,

**Lemma 3.** An optimal solution $(L', C')$ to (9) is an optimal solution to (6) if there exists $Q \in \mathbb{C}^{1 \times p}$ that satisfies

$$ \begin{align*}
(a) & \quad \|P_{T'}(Q) - U'V'\dagger\|_2 \leq 1, \\
(b) & \quad \|P_{T'}(Q)\|_2 \leq 1, \\
(c) & \quad (QW)_2^\top \lambda \in \Theta(C'), \\
(d) & \quad \|QW\|_{\infty, 2} \leq \lambda.
\end{align*} \tag{11}$$

If both (b) and (d) are strict, and $P_{T'} \cap P_{V'} = \{0\}$, then any optimal solution $(L^*, C^*)$ to (6) satisfies $P_U(L^*) = L^*$, $P_{T}(C^*) = C^*$.

The major technical step is to construct $Q$, called the dual certificate, that satisfies (11). Our construction method is as follows. Pick $\bar{H} \in \Theta(C')$ that satisfies

$$\bar{V}'\bar{W}_2 = \lambda\bar{U}'\bar{H}. \tag{12}$$

Define

$$\Phi := \lambda\bar{H}(W_2^\dagger W_2)^{-1}W_2^\dagger,$$

$$\Delta_1 := P_U(\Phi),$$

$$\Delta_2 := P_{U\perp}(I - P_{W_2})P_V(I + \sum_{i=1}^{\infty}(P_VP_{W_2}P_V)^i)P_V(\Phi),$$

where

$$P_{W_2}(X) := XW_2(W_2^\dagger W_2)^{-1}W_2^\dagger,$$

$$Q := \bar{U}\bar{V}' + \Phi - \Delta_1 - \Delta_2. \tag{15}$$

We show that $Q$ in (15) is well defined in Appendix-B. The following lemma shows that $Q$ in (15) is the desired dual certificate.

**Lemma 4.** If the column support of $\bar{C}$ has size no greater than $k^*$, then for any $\lambda \in [\lambda_{\min}, \lambda_{\max}]$, where $k^*$, $\lambda_{\min}$ and $\lambda_{\max}$ are defined in Lemma 1, $Q$ defined in (15) satisfies (11).

Theorem 1 follows when we combine Lemma 3 and Lemma 4. Due to the space limitation, we skip the proofs of these two key lemmas. Please refer to Appendix-A and Appendix-C for the proofs.

### IV. Simulation

We explore the performance of data attack identification method on synthetic data and actual PMU data from the Central NY power system. Method 1 succeeds if $U^*U^\dagger = \bar{U}\bar{U}'$, and $J^* = J$. $\lambda$ is set to be 1 in the simulation.

#### A. Performance on synthetic data

Fix $t = p = 50$. Given rank $r$, we generate matrices $A \in \mathbb{R}^{t \times r}$ and $B \in \mathbb{R}^{p \times r}$ with each entry independently drawn from Gaussian $\mathcal{N}(0, 1)$ and set $L := AB^T$. We generate matrix $W \in \mathbb{R}^{p \times n}$ with independent $\mathcal{N}(0, 1)$ entries. To generate a column-sparse matrix $\bar{C} \in \mathbb{R}^{t \times n}$, we randomly select is column support and set the nonzero entries to be independent $\mathcal{N}(0, 1)$.

Fig. 6 shows the transition property of Method 1 in gray scale. White stands for 100% success while black denotes 100% failure. Each result is averaged over 100 runs. When $n$ is 25, $W$ is a tall matrix ($p > n$). When $n$ is 100, $W$ is a flat matrix ($p < n$). For both simulations, method succeeds even when rank $r = 8$, and $\bar{C}$ has three nonzero columns.

#### B. Performance on actual PMU data

We consider the PMU data shown in Section II-A. We first assume the intruder changes the measurements of $I^{12}$ and $I^{52}$ to inject unobservable attacks that will lead to an error in the estimation of the voltage of bus 2. Two 2-second PMU datasets are tested. One contains ambient data ($t = 17 \sim 19s$ in Fig. 2). The other one contain the data with abnormal event ($t = 2 \sim 4s$ in Fig. 2).

Because actual PMU data contain noise, we identify a column to be nonzero if its $\ell_2$ norm exceeds some predefined threshold. Fig. 7 shows the $\ell_2$ norm of each column of the resulting $C^*$ matrix by Method 1. One can see our method successfully identifies that the estimation of the voltage of bus 2 is corrupted. Then, the PMU channels measuring $I^{12}$ and $I^{52}$ are also correctly identified as corrupted through the relationship in (3).

![Fig. 6. Matrix decomposition performance for different n](image)

![Fig. 7. $\ell_2$ norm of each column of $C^*$ for ambient and disturbed data](image)
Fig. 8 shows the $\ell_2$ norm of each column of the resulting $C^*$ matrix. Our method successfully identifies the corrupted columns of $C^*$ and thus, the PMU channels under attack.

V. CONCLUSION AND DISCUSSIONS

Existing cyber attack detection methods usually use the measurements at one time instant and only explore the spatial correlations. We further exploit the temporal correlations and develop a method that are guaranteed to correctly identify cyber data attacks that were considered unobservable. Although motivated by power system monitoring, our results can be applied to other scenarios like Internet traffic monitoring, dynamic MRI, face recognition, etc.

We have not considered data losses and measurement noise in this paper. We are currently developing the identification method of cyber data attacks and its theoretical guarantee when part of the measurements are lost during the communication to the central operator. We are also analyzing the performance when the measurement contain noise.
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Appendix

A. Proof of Lemma 3

Proof: For any $\Delta \in \mathbb{C}^{t \times n}$, $\langle L' + \Delta W^T, C' - \Delta \rangle$ is feasible to (6). Let $G$ be such that $\|G\| = 1$, $\langle G, \mathcal{P}_{T^\perp}(\Delta W^T) \rangle = \|\mathcal{P}_{T^\perp}(\Delta W^T)\|_*$ and $\mathcal{P}_{T^\perp}(G) = 0$. Then $\mathcal{P}_{T^\perp}(Q) + G$ is a subgradient of $\|L'\|_*$. Let $F$ be such that $F_i = -\Delta_i/\|\Delta_i\|_2$ if $i \in I^c$ and $\Delta_i \neq 0$, and $F_i = 0$ otherwise. Then $\mathcal{P}_{T^\perp}(QW)/\lambda + F$ is a subgradient of $\|C'\|_{1,2}$. Then

$$\|L' + \Delta W^T\|_* + \lambda\|C' - \Delta\|_{1,2} - \|L'\|_* - \lambda\|C'\|_{1,2} \geq \|\mathcal{P}_{T^\perp}(Q) + G, \Delta W^T\|_* - \lambda\|\mathcal{P}_{T^\perp}(QW)/\lambda + F, \Delta\|_* = \|\mathcal{P}_{T^\perp}(\Delta W^T)\|_* + \lambda\|\mathcal{P}_{T^\perp}(\Delta)\|_{1,2} + \langle Q - \mathcal{P}_{T^\perp}(Q), \Delta W^T \rangle,$$

$$- \langle QW - \mathcal{P}_{T^\perp}(QW), \Delta \rangle \geq (1 - \|\mathcal{P}_{T^\perp}(Q)\|_*)\|\mathcal{P}_{T^\perp}(\Delta W^T)\|_* + (\lambda - \|\langle (QW/\lambda)_*, 2 \rangle\|)\|\mathcal{P}_{T^\perp}(\Delta)\|_{1,2} \geq 0$$

(16)

From (16), $\langle L', C' \rangle$ is an optimal solution to (6). If (11) holds with strict inequality, then the last inequality of (16) is strict unless $\|\mathcal{P}_{T^\perp}(\Delta W^T)\|_* = \|\mathcal{P}_{T^\perp}(\Delta)\|_{1,2} = 0$. (17)

(17) implies that $\Delta W^T \in \mathcal{P}_{T^\perp}$ and $\Delta \in \mathcal{P}_{T^\perp}$. Note that $\Delta \in \mathcal{P}_{T^\perp}$ implies that $\Delta W^T \in \mathcal{P}_{T^\perp}$. Then

$$\mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T),$$

where the last equality holds since $\mathcal{P}_{T^\perp}(\Delta W^T) = \Delta W^T$. Thus, from (18) we have

$$\mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T),$$

which means $\mathcal{P}_{T^\perp}(\Delta W^T) \in \mathcal{P}_{T^\perp} \cap \mathcal{P}_{T^\perp}$. Then $\mathcal{P}_{T^\perp}(\Delta W^T)$ is 0 from the assumption. Then,

$$\mathcal{P}_{T^\perp}(\Delta W^T) = \mathcal{P}_{T^\perp}(\Delta W^T) = \Delta W^T,$$

where the first equality holds from (10). Therefore, for any optimal solution $\langle L' + \Delta W^T, C' - \Delta \rangle$ for some $\Delta \neq 0$ to (6), $\Delta W^T \in U_T$, and $\Delta \in \mathcal{P}_{T^\perp}$. The claim follows.

B. Construction of $Q$

Here we demonstrate that $Q$ in (15) is well defined. The key is to show (1) there exists $\hat{H} \in \mathcal{S}(C')$ such that (12) holds, and (2) the infinite sum in (14) converges. We prove these two properties through the following lemmas.

Lemma 5. There exists $\hat{H} \in \mathcal{S}(C')$ such that (12) holds.

Proof: Since $\langle L', C' \rangle$ is an optimal solution to Oracle problem (9), there exists $G', A' \in \mathbb{C}^{t \times p}$, $B', Z \in \mathbb{C}^{t \times n}$, and some $\hat{H} \in \mathcal{S}(C')$ such that

$$\langle \hat{U}^\dagger + G' + \mathcal{P}_{T^\perp}(A'), W \rangle = \lambda(\hat{H} + Z) + \mathcal{P}_{T^\perp}(B'),$$

(19)

where $\mathcal{P}_{T^\perp}(G') = 0$ and $\mathcal{P}_{T^\perp}(Z) = 0$. Then

$$\mathcal{P}_{T^\perp}(\langle \hat{U}^\dagger + G' + \mathcal{P}_{T^\perp}(A'), W \rangle) = \hat{U}^\dagger W_Z$$

(20)

Combining (19)-(21), we have

$$\hat{U}^\dagger W_Z = \lambda \hat{U}^\dagger \hat{H}.$$  (22)

By multiplying $\hat{U}^\dagger$ to both sides of (22), we obtain Lemma 5.

Lemma 6. Define

$$\psi := \|\hat{U}^\dagger W_Z(W_1^T W_Z)^{-1} W_2^\dagger \hat{V}\|,$$

then it holds that

$$\|\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_T \| \leq \psi \leq \psi^* < 1.$$  (23)

Proof: Given matrix $X$, we have

$$\|\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_T(X)\| = \|X \hat{U}^\dagger W_Z(W_1^T W_Z)^{-1} W_2^\dagger \hat{V}\| \leq \|X\| \cdot \|\hat{U}^\dagger W_Z(W_1^T W_Z)^{-1} W_2^\dagger \hat{V}\| \|\hat{V}\| \leq \|X\| \cdot 1 \cdot 1 \psi \leq \psi \|X\|.$$  (24)

Then the first inequality of (23) holds. Next,

$$\psi = \|\hat{U}^\dagger W_Z(W_1^T W_Z)^{-1} W_2^\dagger \hat{V}\|,$$

(24)

where (a) follows from Lemma 5, (b) follows from the fact that $\hat{H}$ has at most $k$ nonzero columns with unit-norm, (c) follows from the property that $\lambda \leq \lambda_{\max}$, $k \leq k^*$ and $\sigma_k \leq \sigma_{k^*}$, and (d) follows from the definition of $\psi^*$. Then Lemma 6 follows.

Lemma 7. $\mathcal{P}_V(I - \mathcal{P}_{W_2}) \mathcal{P}_T$ is an injection from $\mathcal{P}_V$ to $\mathcal{P}_T$, and its inverse operation is $(I + \sum_{i=1}^\infty (\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_V)^i)^{-1}$.

Proof: Since $\|\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_T\| < 1$ from Lemma 6, then $(I + \sum_{i=1}^\infty (\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_V)^i)$ is well defined. For any $X \in \mathcal{P}_V$, we have

$$\mathcal{P}_V(I - \mathcal{P}_{W_2}) \mathcal{P}_V(I + \sum_{i=1}^\infty (\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_V)^i)(X)$$

$$= \mathcal{P}_V(I - \mathcal{P}_{W_2} \mathcal{P}_V)(I + \sum_{i=1}^\infty (\mathcal{P}_V \mathcal{P}_{W_2} \mathcal{P}_V)^i)(X)$$

$$= \mathcal{P}_V(X) = X.$$  (25)

Then the lemma follows.
Proof: We need to show that $Q$ defined in (15) satisfies all the conditions in (11). We first summarize some properties that will be used in the proof.

**Lemma 8** (Geršgorin circle theorem [15]). Let $A$ be a complex $n \times n$ matrix, with entries $a_{ij}$. Then, every eigenvalue of $A$ lies within at least one of the Geršgorin discs $D_i(A) (i = 1, \ldots, n)$, where $D_i(A) := \{z \in \mathbb{C} : |z - a_{ii}| \leq \sum_{j \neq i} |a_{ij}|\}.$

Since $W$ has unit-norm columns, $|W_i^\dagger W_j| \leq \mu$ for all $i \neq j$, and $|\tilde{Z}| \leq k$, we have

$$
|W_i^\dagger W_j| \leq \mu \leq \lambda_{\text{max}}(W_i^\dagger W_j) \leq \lambda_{\text{max}}(1 + (k - 1)\mu), \tag{25}
$$

where the inequality follows from Geršgorin circle theorem. It also holds that

$$
\|(W_i^\dagger W_j)\|_{\infty,2} \leq \sqrt{k} \mu \tag{26}
$$

Since $\tilde{H}$ has at most $k$ unit-norm columns while other columns are zero, we have

$$
\|\lambda \tilde{H}\| \leq \lambda \sqrt{k}. \tag{27}
$$

Step 1: verification of (a) of (11).

$$
P_{U^\perp}(Q) = (a) \quad P_{U^\perp}(Q) = \tilde{U} \tilde{V}^\dagger + P_{U}(\Phi) - P_{U}(\Phi) - 0 = \tilde{U} \tilde{V}^\dagger, \tag{28}
$$

where (a) follows from (9). From (10), we have

$$
\tilde{V} \tilde{V}^\dagger = V'U'^\dagger \tilde{U} \tilde{U}^\dagger U'V'^\dagger \quad \Rightarrow \quad \|V'U'^\dagger \tilde{U} \tilde{U}^\dagger U'V'^\dagger\| = \|V'V\|^2, \tag{29}
$$

where (b) follows from (10). Thus, $P_{U^\perp}(\cdot) = P_{U}(\cdot)$. Then

$$
P_{U^\perp}(Q) = P_{U}(Q) = (c) \quad \tilde{U} \tilde{V}^\dagger + P_{U}(\Phi) - P_{U}(\Phi)
- P_{U}(I - P_{W_2})P_{U}(I + \sum_{i=1}^{\infty}(P_{W_i^\perp}P_{W_i})^i)P_{U}(\Phi).
$$

Step 2: verification of (b) of (11).

$$
\|P_{U^\perp}(Q)\|
= \|P_{U^\perp}(P_{U}(\Phi) - P_{U}(\Phi)) - P_{U}(I - P_{W_2})P_{U}(I + \sum_{i=1}^{\infty}(P_{W_i^\perp}P_{W_i})^i)P_{U}(\Phi)\|
\leq \|P_{U}(\Phi) - P_{U}(\Phi)\|
+ \sum_{i=1}^{\infty}(P_{W_i^\perp}P_{W_i})^iP_{U}(\Phi)
\leq \|P_{U}(\Phi)\| + (1 + \sum_{i=1}^{\infty}\psi^i)\|P_{U}(\Phi)\|
\leq \|\Phi\| + (1 + \sum_{i=1}^{\infty}\psi^i)\|\Phi\|.
$$

where (e) follows from the definition of $\Phi$, and (f) follows from (25) and (27). (g) follows from the property that $\psi \leq \psi^*$, $1 \leq k \leq k^*$, and $\sigma_k \leq \sigma_k^*$. (h) follows from the fact that $\lambda \leq \lambda_{\text{max}}$. Then (b) of (11) holds.

Step 3: verification of (c) of (11). First consider

$$
(\Delta_2 W)_{\tilde{X}}
= (P_{U^\perp}(I - P_{W_2})P_{U}(I + \sum_{i=1}^{\infty}(P_{W_i^\perp}P_{W_i})^i)P_{U}(\Phi)W)_{\tilde{X}}
= (P_{U^\perp}(I + \sum_{i=1}^{\infty}(P_{W_i^\perp}P_{W_i})^i)P_{U}(\Phi))(I - W_2(W_i^\dagger W_i) - W_2(W_i^\dagger W_i)^{-1}W_i^\dagger)W_{\tilde{X}}
= 0,
$$

where (i) holds since $P_{W_2}, P_{U^\perp}$, and $P_{U^\perp}P_{W_2}P_{U^\perp}$ are all given by right matrix multiplication, while $P_{U^\perp}$ is given by left matrix multiplication. Then

$$
(QW)_{\tilde{X}} = (\tilde{U} \tilde{V} W + \Phi W - P_{U}(\Phi)W)_{\tilde{X}} - (\Delta_2 W)_{\tilde{X}}
= \tilde{U} \tilde{V} W + \Phi W - P_{U}(\Phi)W_{\tilde{X}} - \lambda \tilde{U} \tilde{V} \tilde{U} \tilde{V}_W - P_{U}(\Phi)W_{\tilde{X}}
= \tilde{U} \tilde{V} W + \Phi W - P_{U}(\Phi)W_{\tilde{X}}
= (j) \lambda \tilde{U} \tilde{V} \tilde{U} + \lambda \tilde{V}
= \lambda \tilde{H} \in \lambda\Theta(C^*),
$$

where (j) follows from Lemma 5 and the definition of $\Phi$ in (13). Then (c) of (11) holds.
Step 4: verification of \((d)\) of (11). First, we have

\[
\|(\Delta_2 W)_{\hat{z}}\|_{\infty,2}
= \|P_{\hat{U}} \cdot P_{\bar{V}} (I + \sum_{i=1}^{\infty} (P_{\bar{V}} P_{WZ} P_{\bar{V}}))
\cdot \Phi \hat{V} \hat{V}^\dagger (I - W_{\hat{z}} (W_{\hat{z}}^\dagger W_{\hat{z}})^{-1} W_{\hat{z}}^\dagger) W_{\hat{z}} \|_{\infty,2}
= \|P_{\hat{U}} \cdot P_{\bar{V}} (I + \sum_{i=1}^{\infty} (P_{\bar{V}} P_{WZ} P_{\bar{V}})) \Phi (\hat{V} \hat{V}^\dagger W_{\hat{z}} -
\hat{V} \hat{V}^\dagger W_{\hat{z}} (W_{\hat{z}}^\dagger W_{\hat{z}})^{-1} W_{\hat{z}}^\dagger)) W_{\hat{z}} \|_{\infty,2}
\leq \|I + \sum_{i=1}^{\infty} (P_{\bar{V}} P_{WZ} P_{\bar{V}}) \| \|\Phi\| \|\hat{V} \hat{V}^\dagger W_{\hat{z}} \|_{\infty,2}
+ \|\hat{V} \hat{V}^\dagger \| \|(W_{\hat{z}}^\dagger W_{\hat{z}})^{-1} W_{\hat{z}}^\dagger) W_{\hat{z}} \|_{\infty,2}
\leq \lambda \sigma_k \sqrt{k + (k^2 - k)} \mu (\epsilon + \sigma_k \mu \sqrt{k + (k^2 - k)} \mu)
\frac{1}{1 - \psi}
\]

Then,

\[
\|(QW)_{\hat{z}}\|_{\infty,2}
= \|(\hat{U} \hat{V} W + \Phi W - P_{\hat{U}} (\Phi) W - \Delta_2 W)_{\hat{z}}\|_{\infty,2}
= \|\hat{U} \hat{V} W_{\hat{z}} + P_{\hat{U}} (\Phi) W_{\hat{z}} - (\Delta_2 W)_{\hat{z}}\|_{\infty,2}
\leq \|\hat{U} \hat{V} W_{\hat{z}}\|_{\infty,2} + \|(I - \hat{U} \hat{U}) \lambda \hat{H} (W_{\hat{z}}^\dagger W_{\hat{z}})^{-1} W_{\hat{z}}^\dagger) W_{\hat{z}} \|_{\infty,2}
+ \|\Delta_2 W)_{\hat{z}}\|_{\infty,2}
\leq \|\hat{U} \| \|\hat{V} \hat{W_{\hat{z}}} \|_{\infty,2} +
\|(I - \hat{U} \hat{U}) \lambda \hat{H} \| \|(W_{\hat{z}}^\dagger W_{\hat{z}})^{-1} W_{\hat{z}}^\dagger) W_{\hat{z}} \|_{\infty,2} +
\|\Delta_2 W)_{\hat{z}}\|_{\infty,2}
\leq \epsilon + \lambda \sqrt{k} \sigma_k \sqrt{k} \mu +
\lambda \sigma_k \sqrt{k + (k^2 - k)} \mu (\epsilon + \sigma_k \mu \sqrt{k + (k^2 - k)} \mu)
\frac{1}{1 - \psi}
\]

\[(k) \leq \lambda_{\min} (1 - k^{*} \sigma_k \mu - \frac{\sigma_k \epsilon \Gamma + \sigma_k \mu \Gamma^2}{1 - \psi})
+ \lambda k^{*} \sigma_k \mu + \frac{\lambda \sigma_k \epsilon \Gamma + \lambda \sigma_k \mu \Gamma^2}{1 - \psi}
\]

\[(l) \leq \lambda,
\]

where \((k)\) follows from the definition of \(\lambda_{\min}\), as well as the property that both the second and the third terms of (30) are nondecreasing in \(k\) and \(\sigma_k\). \((l)\) follows from \(\lambda \geq \lambda_{\min}\). Then \((d)\) of (11) holds.

Therefore, Lemma 4 holds.